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Abstract A physically based subgrid variability model for snow process using the Fokker‐Planck
equation (FPE) approach was proposed. This FPE can express the evolution of the probability density
function (PDF) of snow depth within a finite area, possibly a grid cell of distributed models or a small basin,
whose shape can be irregular. The main advantage of this approach is that it does not rely on a given PDF
but dynamically computes the PDF through an advection‐diffusion‐type equation, the FPE, which was
derived from point‐scale process‐based governing equations. Snow depth was treated as a random variable,
while the snow redistribution and snowmelt rate were treated as the sources of stochasticity. The main
challenge in solving this FPE is evaluating the time‐space covariances appearing in the diffusion coefficient.
In this study, approximations to evaluate the covariance terms, accounting for snowmelt and snow
redistribution, were proposed. The simulated results of the FPE model were validated by the measured time
series of snow depth at one site and the spatial distributions of snow depth measured by ground penetrating
radar and airborne light detection and ranging (Lidar). It was shown that the point‐observed snow depth
fell within the simulated range during most of the 2‐year study period. The simulated PDFs of snow depth
within the study area were similar to the observed PDFs of snow depth by ground penetrating radar and
Lidar. In summary, these results demonstrate the efficacy of the proposed FPE model representing the
subgrid variability of snow depth.

1. Introduction

The spatial variability of snow depth is influenced by various factors, such as vegetation, topography, wind,
and radiation. The spatial variability of snow depth can result in uncertainty in hydrological and atmo-
spheric processes due to the presence of snow influencing the radiative and turbulent heat fluxes on the land
surface (Essery, 1997; Liston, 1995; Luce et al., 1998; Menzel & Lang, 2005). Understanding snow spatial dis-
tribution is essential for quantifying it as a water resource and its effects on atmospheric circulation (He
et al., 2019; Luce et al., 1998; Wetlaufer et al., 2016). In hydrological and land surface processes modeling,
the total spatial variability can be treated as the sum of the small‐scale variability within a computational cell
and the large‐scale variability between computational cells (Isaaks & Mohan Srivastava, 1989). The
small‐scale variability within a computational cell is also termed subgrid variability, while the large‐scale
variability between computational cells is also termed element‐to‐element variability (Blöschl, 1999). The
element‐to‐element variability of snow depth is represented explicitly by distributed snow models, while
most distributed snowmodels generally assume uniform snow depth within a computational cell and ignore
the subgrid variability of snow depth. A higher spatial resolution model can better represent spatial variabil-
ity, but the requirements for the forcing data and computational resources significantly increase. Generally,
representing spatial variability in distributed models is a tradeoff between spatial resolution and model com-
plexity (Liang et al., 1996).

There are two basic approaches for modeling the subgrid variability of snow depth or other hydrological vari-
ables (Liang et al., 1996; Yeh & Eltahir, 2005). One is the statistical dynamic approach (Avissar, 1992; Liang
et al., 1996; Luce et al., 1999), and the other is the mosaic‐based approach (Avissar, 1989; Seth & Giorgi,
1994). These two approaches can represent the subgrid variability for the majority of cases although they
have some disadvantages. The statistical dynamic approach typically requires determining type of probabil-
ity density function (PDF) before modeling, and the ensemble averaging technique in such a model often
suffers from difficulty in evaluating the stochastic integral equation particularly for a nonlinear equation
with large variations (e.g., Horne & Kavvas, 1997). The mosaic approach transfers the spatial variability
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issue to an even smaller scale, which may never disappear. Modeling spatial variability of snow depth has
been discussed based on empirical knowledge (e.g., Clark et al., 2011; Liston, 2004; Luce et al., 1999). In this
paper, an alternative model to represent the dynamic subgrid variability of snow depth, which is formulated
by a set of nonlinear equations, was proposed based on the Fokker‐Planck equation (FPE) approach.

Kavvas (2003) derived a relationship between a general nonlinear hydrological conservation equation and a
partial differential equation (PDE) in the probability domain. This PDE, known as FPE or backward
Kolmogorov equation, is an advection‐diffusion‐type equation describing the evolving PDF. The variable
that represents the state of the system is called state variable, and the source or sink term(s) is (are) called
forcing variable(s). In the upscaled system representing a finite area, the state variable is called stochastic
state variable, while the forcing variable(s) are called sources of stochasticity. Kavvas (2003) expanded
point‐scale conservation equations to corresponding stochastic partial differential equations by including
heterogeneities of parameters and forcing variables to describe processes at a finite grid scale. These stochas-
tic partial differential equations were then converted to FPE describing the evolving PDF of state variables.
Under appropriate initial and boundary conditions, solutions of the FPE could be obtained. The approach to
represent subgrid variability by solving the FPE is called the FPE approach in this article. Ohara et al. (2008)
first used the FPE approach for modeling snow accumulation and melt processes in a finite area. They
successfully demonstrated the potential of the FPE approach as a physically based parameterization of
subgrid effects on the snow process for a short simulation period.

However, a few issues need to be resolved to make the FPE approach widely applicable. First, the FPE
requires appropriate state variable selection to obtain a reasonable solution. Ohara et al. (2008) stated that
one key step in using the FPE approach was to choose the right state variables and the external stochastic
variables. Strictly speaking, all the state variable(s) are stochastic; however, the number of the state stochas-
tic variables is basically equal to the number of the dimension(s) in the corresponding FPE. Thus, snow
depth, which represented snow storage, was chosen as a state stochastic variable in this study for simplicity.
Second, the sources of stochasticity in the FPE must be selected appropriately. The sources of stochasticity
should be minimized without diminishing the reality of the model since sources of stochasticity appear as
the cross‐covariance terms that are often hard to evaluate. Snow depth is influenced by many factors, such
as topography, precipitation, vegetation, wind, and snowmelt. The main influences were grouped into two
terms, snow redistribution and snowmelt, and incorporated into the FPE in this study. Third, these sources
of stochasticity, which appeared as time‐space autocovariance terms in the FPE, must be quantified. These
autocovariance terms were difficult to evaluate due to the limitations of the observed data and knowledge of
the physical mechanisms of these processes. In this study, approximations to evaluate the covariance terms
were proposed. Fourth, it is not straightforward to obtain a high accurate numerical solution because both
convection and diffusion coefficients are time dependent with large variability. Thus, the simulated results of
the FPE approachmust be validated by the observed spatial distributions of snow depth in order to check the
validities of the theoretical and numerical approximations introduced here.

The objective of this study is to test the FPE approach representing the subgrid variability of snow depth
within a finite area (e.g., computational grid of distributed hydrological models or small watershed) for a
season‐long, continuous simulation. At the same time, this effort verifies the underlying assumption that
Gaussian stochasticities of snow redistribution and snowmelt processes can effectively model the spatial
variability of snow depth. The study proposes an effective alternative method for handling subgrid variability
through demonstrating the effectiveness of the FPE model using the observed snow depth data.

This paper is presented in five sections: introduction, methods, model application, discussion, and conclu-
sions. The derivation of the FPE of snow depth is presented in section 2, which includes explicit simplifica-
tions and the numerical method. In section 3, the proposed FPE approach is tested in the No‐name
watershed in southeasternWyoming. Details on the evaluations of covariance terms are also included in this
section. Lessons and conclusions drawn from this study are presented in sections 4 and 5.

2. Methods
2.1. Derivation of FPE

According to previous studies (Ohara & Kavvas, 2006), the point‐scale governing equation for mass conser-
vation of snow can be written in simultaneous ordinary differential equations as
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dD
dt

¼ ρw
ρs

−E−Mr þ qþ snð Þ− D
ρs

dρs
dt

(1a)

dρs
dt

¼ 2
3η

ρsDe
0:04Ts−μρs−

ρs−ρnsð Þρw
Dρns

sn (1b)

where D is the snow depth (m), t is the time (s), ρs is the average density of snowpack over depth (kg/m3), ρw
is the water density (kg/m3), E is the sublimation rate (m/s), ρns is the density of new snow (kg/m3),Mr is the
snowmelt rate (m/s), sn is the snowfall rate (m/s), q is the snow deposition or erosion rate by wind snow
redistribution (m/s), Ts is the depth average snow temperature (°C), μ is a constant to be determined from
the observed data (m3/kg; Anderson, 1976; Kojima, 1967), and η is the empirical viscosity coefficient (m/s;
Anderson, 1976; Kojima, 1967). In these equations, E,Mr, q, and sn are expressed in water equivalent units.
Snowmelt, sublimation, and snow temperature at every time step are calculated based on energy balance
(e.g., DeWalle & Rango, 2008). Each variable in equations (1a) and (1b) is a function of location within
the grid since they are point‐scale equations. By combing equations (1b) and (1a), the snow depth can be
expressed as

dD
dt

¼ Ft ρs;E;Mr ; q; ρns; η;D;Ts;μ; sn; x; tð Þ; (2)

where x is the space vector and t is the time. x and t appear because they are independent variables, while all
other physical variables are dependent on x and t. Ft is a function that can be expressed as

Ft ¼ ρw
ρs

−E−Mr þ qð Þ þ ρw
ρns

sn−
2
3η

D2e0:04Ts−μρs : (3)

According to Kavvas (2003) and Ohara et al. (2008), the corresponding FPE can be derived from
equation (2) as

∂P
∂t

¼ −
∂
∂D

Fth i þ ∫
t

0Cov Ft−s;
∂Ft

∂D

� �
ds

� �
·P

� �
þ1
2
∂2

∂D2 ∫
t

0Cov Ft;Ft−sð Þds·2P
n o

:

(4)

where P is the probability density of snow depth, ⟨ ⟩ is ensemble average operator, and Cov( ) is the time
ordered covariance function (Kavvas & Karakas, 1996; van Kampen, 1976). This is the FPE for the spatially
upscaled or integrated snow process modeling. The independent variables of this FPE are snow depth D and
time t, and the solution is the probability density of snow depth P(D,t). The dispersion term of the equation
appears because of the second‐order truncation of the formal cumulant expansion (Kavvas & Karakas, 1996;
Kavvas & Wu, 2002). Equation (4) is in a form of convection‐diffusion equation; however, it is not straight-
forward to obtain solutions due to the convection and diffusion coefficients, which include time‐ordered cov-
ariance terms of the function Ft. With some simplifications (see supporting information), the FPE can be
reduced to

∂P
∂t

¼ −
∂
∂D

Fth iPf g

þ ∂2

∂D2 P ∫
t

0
ρw
ρs

� �2

Cov Mr xt; tð Þ;Mr xt−s; t−sð Þð Þds þ ∫
t

0
ρw
ρs

� �2

Cov q xt; tð Þ; q xt−s; t−sð Þð Þds
" #( )

:

(5)
This is the simplified FPE, which describes time evolution of the probability density of snow depth with sto-
chastic snow redistribution and snowmelt effects.

In the FPE approach, snow depth was treated as a stochastic state variable. There are two possibilities to
describe the evolution of a stochastic variable using a mathematical model (Heinz, 2011). The first
approach is an ensemble averaging with regular perturbation to quantify the uncertainty of state variable
(e.g., Graham & McLaughlin, 1989; Horne & Kavvas, 1997; Wu et al., 2005; Zha et al., 2017), and the
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second approach is the FPE and stochastic differential equation method to describe an evolution of the PDF
of a stochastic variable (Kavvas, 2003; Yoon & Levent Kavvas, 2003; Kim et al., 2005; Ohara et al., 2008;
Kure et al., 2010). This study belongs to the second approach. Both approaches require the ergodicity
assumption that the spatial statistics over the grid or the finite area is equivalent to the ensemble statistics.
This requires the area large enough to include all the possibilities in the ensemble. In other words, the
ergodicity assumption ensures the FPE to be the upscaled governing equation for the grid or the finite area.
Another assumption in the FPE approach is that the stochastic sources (Mr and q in this study) are
Gaussian processes. Once these two conditions are met, solutions of the FPE can describe the evolution
of the PDF of snow depth within a finite area (cf. a computational grid of a regional water balance
model) without losing the physical properties of the process. Although the simulated mean can be calcu-
lated from the PDF, it is not necessary that one specific realization (i.e., point measurement) matches
the mean. In principle, the mean should be matched by the average of many realizations (i.e., multiple
point measurements).

2.2. Numerical Method for FPE

Equation (5) can be concisely written as

∂P
∂t

¼ −
∂
∂D

Fth iPf g þ ∂2

∂D2 Diff P
� 	
 �

(6)

where ⟨Ft⟩ is the convection coefficient and Diff is the diffusion coefficient

Diff ¼ ρw
ρs

� �2

∫
t

0Cov q xt; tð Þ; q xt−s; t−sð Þð Þds

þ ρw
ρs

� �2

∫
t

0Cov Mr xt; tð Þ;Mr xt−s; t−sð Þð Þds:
(7)

To ensure high accuracy in numerical solutions, a second‐order numerical scheme is preferable for the FPE.
This study adopted the Monotonic Upstream‐centered Scheme for Conservation Laws (MUSCL) scheme to
solve equation (6). The basic steps for implementing the MUSCL are given below (Hirsch, 2007).

The numerical fluxes J* at the boundaries of the computational cell (from discretized snow depth) i can be
expressed as the summation of fluxes in the negative and positive directions,

J*iþ1=2 ¼ Jþ P ̃Liþ1=2

� 
þ J− P ̃Riþ1=2

� 
;

J*i−1=2 ¼ Jþ P ̃Li−1=2
� 

þ J− P ̃Ri−1=2
� 

;
(8)

where J*iþ1=2 is the numerical flux of the right boundary at the computation cell i, J*i−1=2 is the numerical flux
of the right boundary at the computation cell i, J is the function calculating flux and defined as

J ¼ Fth iP: (9)

Superscript + and − of J refer to the positive and negative ⟨Ft⟩. If ⟨Ft⟩ is positive, J
− terms disappear, and if

⟨Ft⟩ is negative, J
+ terms disappear. eP is the modified probability density with the flux limiter Φ, superscript

L and R refer to the left and right sides at the computational cell i, all eP terms of equation (8) can be
computed as

P
L̃
iþ1=2 ¼ Pi þ 1

2
Φþ

i−
1
2

Pi−Pi−1ð Þ; P ̃Riþ1=2 ¼ Piþ1−
1
2
Φ−

iþ
3
2

Piþ2−Piþ1ð Þ;

P ̃Li−1=2 ¼ Pi−1 þ 1
2
Φþ

i−
3
2

Pi−1−Pi−2ð Þ; P ̃Ri−1=2 ¼ Pi−
1
2
Φ−

iþ
1
2

Piþ1−Pið Þ;
(10)

and
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Φþ
i−1=2 ¼ Φ rþi−1=2

� 
; Φ−

iþ1=2 ¼ Φ r−iþ1=2

� 
(11)

The ratio between successive gradients, r, can be estimated by

rþi−1=2 ¼
Piþ1−Pi

Pi−Pi−1
; r−iþ3=2 ¼

Pi−Piþ1

Piþ1−Piþ2
;

rþi−3=2 ¼
Pi−Pi−1

Pi−1−Pi−2
; r−iþ1=2 ¼

Pi−1−Pi

Pi−Piþ1
:

(12)

For the diffusion term of equation (6), the central Euler method can be applied as follows:

∂2P
∂D2 ¼

Piþ1−2Pi þ Pi−1

ΔD2 (13)

Applying the forward Euler method for the time derivative term and combining the convection and the dif-
fusion terms, equation (6) may be discretized as follows:

Pnþ1
i ¼ Pn

i −
Δt
ΔD

J*iþ1=2−J
*
i−1=2

� 
þ Δt
ΔD2D

n
iff Pn

iþ1−2P
n
i þ Pn

i−1

� 	
(14)

where n is the time index, Δt is the time step, and ΔD is the space step.

Through comparisons among the flux limiters, van Leer (van Leer, 1974), min‐mod (Roe, 1986), superbee
(Roe & Baines, 1982), andMUSCL limiter (van Leer, 1979), theMUSCL limiter showed the best performance
for bell‐shaped solutions. Thus, the MUSCL limiter was selected in this study. TheMUSCL limiter (van Leer,
1979) can be expressed as

Φ rð Þ ¼ max 0; min 2r; r þ 1ð Þ=2; 2ð Þ½ � (15)

3. Model Application
3.1. Study Area

No‐name watershed, which is a small subwatershed of the Little Laramie River Basin, is situated on the
east slope of the Snowy Range in the Medicine Bow National Forest, Albany County, Wyoming (Figure 1).
The elevations range from 2,920 to 3,060 m, and the catchment area is about 0.52 km2. Vegetation is
relatively uniform forest with spruce, lodgepole pine, and subalpine fir. The mean annual precipitation
in the vicinity of the study area is about 900 mm, 50%–80% of which falls as snow between October
and May (Holbrook, 2016). The annual mean air temperature is about 10 °C. This watershed has been
implemented various surface and subsurface hydrological observation sensors supported by the Wyoming
Center for Environmental Hydrology and Geophysics since 2012, making it is an ideal area to test the
FPE model.

3.2. Data and Parameters

The red dot in Figure 1 shows the micrometeorological tower called Repeater Tower, which has meteorolo-
gical sensors for air temperature (°C), relative humidity, wind speed (m/s), and precipitation rate (m/s).
Since the precipitation gauge has some missing periods, the precipitation data of the Brooklyn Lake station,
the SNOTEL station located nearby, were used as supplements. Brooklyn Lake station (41.3667°N,
106.2333°W, 3,121 m a.s.l.) is about 2.6 km to the northwest of the Repeater Tower. The meteorological data
from the Glacier Lakes Ecosystem Experiments Site were also used as supplements for some data missing
periods. The Glacier Lakes Ecosystem Experiments Site (41.3797°N, 106.3333°W, 3,286 m a.s.l.) operated
by United State Forest Service is 5.2 km to the northwest of the Repeater Tower.

The model was validated using two types of snow depth data: time series and instantaneous spatial data. The
time series data of snow depth were collected by a sonic sensor at the Repeater Tower. The spatial snow depth
data were collected by ground‐penetrating radar (GPR) and airborne light detection and ranging (Lidar).
GPR provides rapid measurement of snow properties along a long transect (e.g., Marchand et al., 2003;
Ulriksen & Peter, 1982). Several studies have shown that GPR is effective at imaging snow and glacier ice
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(Bradford et al., 2009; Holbrook, 2016; Marchand et al., 2003; Sundström, 2012). Lidar is a remote sensing
tool with the ability to retrieve precision target positions at high spatial resolutions even in rough terrain
and forested regions (Lefsky et al., 2002). Lidar‐derived digital elevation models (DEMs) have accuracies
as great as 10‐cm root‐mean‐square error even in densely forested areas (Deems et al., 2013; Kraus &
Pfeifer, 1998; Reutebuch et al., 2003). The airborne Lidar data with and without snow cover were used to
derive an instantaneous spatial snow depth in the study area. In this study, the GPR data were collected
on 11 April 2015, while Lidar data were collected on 16 April 2016. Based on the data quality and
completeness, two snow seasons were selected for the model application. The first season was from
1 October 2014 to 20 June 2015, and the second from 1 October 2015 to 19 June 2016. The required
physical and empirical parameters in the application are summarized in Table 1.

Since there was no snow accumulation in the study area on 1 October, the initial PDF of snow depth was
expressed as a Dirac delta function at zero. The lower boundary is D = 0 as snow depth cannot be nega-
tive, and no flux boundary condition was used since the sum of probabilities should be conserved at one.
The upper boundary should be a large number that snow depth cannot be reached, which is 3.0 m in
this study.

3.3. Evaluation of Covariance

To solve the convection‐diffusion equation (14), evaluation of the diffu-
sion coefficient is required. From equation (7), the diffusion coefficient
is expressed in terms of time‐space covariance of snow redistribution
rate q and snowmelt rate Mr. These two terms explicitly represent two
major factors affecting the temporal and spatial variability of snow
depth within a finite area such as a computational grid of a regional
hydrological model, and these two covariance terms are dependent on
time and space. If both covariance terms are kept as zeros throughout,
then the resulting snow depth of the FPE model should be uniform
within a finite area as in any deterministic snow model. In fact, the cov-
ariance terms are key components of the FPE approach representing the
subgrid variability. However, due to the limitation of information, it is
typically difficult to evaluate these time‐space covariance terms for snow
processes. When the correlation structures with respect to time, both in
snow redistribution and snowmelt were ignored, equation (7) can be
reduced to

Figure 1. Location of the No‐name watershed. The GPR trail and observed snow depths from Lidar are shown in this figure.

Table 1
Notations, Physical Meaning of Parameters, and Their Values

Notations Physical meaning Values

dt Time step (s) 3,600
ndt Total time steps 6,500
dD Snow depth step (m) 0.001
ρns New snow density (kg/m3) 100
η Viscosity coefficient, empirical (cm/hr) 21
μ Viscosity coefficient, empirical (cm3/g) 20
W0 Water content of snow at 0 °C 0.05
tc Critical temperature for precipitation as snow (°C) −1.0
fview View factor from snow surface to overhead forest 0.7
εf Emissivity of forest canopy 0.93
εs Emissivity of snow surface 0.98
κf Extinction coefficient for shortwave in forest 0.32
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Diff tð Þ ¼ ρw
ρs

� �2

∫
x

0Cov q x; tð Þ; q x−k; tð Þð Þdk

þ ρw
ρs

� �2

∫
x

0Cov Mr x; tð Þ;Mr x−k; tð Þð Þdk;
(16)

where k is spatial displacement. Although the delta correlation (uncorrelated white noise) with respect to
time was assumed for both terms in this operation, the diffusion coefficient remains time dependent due
to atmospheric forcing evolution. Proposed procedures for evaluating these two covariance terms will be
discussed in the next.
3.3.1. Snow Redistribution
Snow redistribution can be caused by wind, vegetation, avalanche, and human activities. In this study,
redistributions from wind and vegetation are considered.

Ohara (2014) showed that asymptotic snow distributions are often controlled by snow surface diffusion. In
this case, snow redistribution, deposition/erosion rate due to wind (qw) may be expressed as

qw ¼ 1
ρms

∇· Dwind∇hð Þ; (17)

where Dwind is the diffusion coefficient tensor induced by wind turbulence (kg/m/s), h is snow surface ele-
vation (m), ρms is the density of mobile snow (kg/m3), and ∇ is the Laplace operator in the two‐
dimensional Cartesian coordinate system (physical space) (x, y) [1/m]. It is important to distinguish this
physical snow particle dispersion and the diffusion of the probability density function in the probability
space. Equation (17) describes the curvature effect due to snow particle dispersion caused by snow surface
erosion and deposition by acceleration and deceleration of wind around a topographic feature (Kimerling
et al., 2012).

Numerous observational studies have demonstrated that vegetation (canopy) affects spatial variability of
snow distribution over a scale of tens of meters (Broxton et al., 2015). However, there is no mathematical
formulation that can be used to calculate this effect. Snowfall heterogeneity can be parameterized as a linear
function of snowfall,

qv ¼ B·sn (18)

where B is an empirical coefficient that depends on the spatial variability of canopy and sn is snowfall rate
(m/s). For example, uniform vegetation type corresponds to B = 0, while mixed forest and meadow land has
a finite B value.

Accordingly, the covariance term of snow redistribution can be expressed as

Cov q x; tð Þ; q x−k; tð Þð Þ ¼ Cov qw þ qvð Þ x;t; qw þ qvð Þ�� ��
x−k;t

� 
¼ Cov

1
ρms

∇· Dwind∇hð Þ x;t;
1
ρms

∇· Dwind∇hð Þ
���� ����

x−k;t

" #
þ Cov B·sn x;t;B·sn

�� ��
x−k;t

h i
:

(19)

If the diffusion coefficient Dwind is assumed to be isotropic and equals to Dwind and snowfall is spatially
uniform within a finite grid size, equation (19) can be simplified as

Cov q x; tð Þ; q x−k; tð Þð Þ ¼ Dwind

ρms

� �2

Cov ∇2h x;t;∇2h
�� ��

x−k;t

� 
þ snh i2Cov B x;t;B

�� ��
x−k;t

� 
: (20)

The snow surface diffusion coefficient Dwind was approximated by Ohara (2014) in terms of the turbulence
component of wind as

Dwind≈
ρcv
hcv

k2* var u*ð Þ (21)

where ρcv is density of snow within the control volume (kg/m3), hcv is thickness of the control volume (m),
var(u*) is the variance of friction wind speed (m2/s2), and k* is the velocity‐based snow drag coefficient.
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Thickness of the control volume is the atmospheric layer where snow particle mixing takes place. The snow
drag coefficient represents the proportionality between wind speed and snow particle velocity. Ohara (2014)
related the snow drag coefficient to the empirical drag coefficient, as follows:

k* ¼

1
ρbshcv1

k′drag1 when sn>0

1
ρbshcv2

k′drag2 when u*>u*c

0 otherwise

8>>>>><>>>>>:
(22)

where ρbs is the density of blowing snow (kg/m3), k′drag is the empirical snow particle drag coefficient
(kg/m2), and u*c is the critical friction wind speed (Ohara, 2014). The surface diffusion coefficient of equa-
tion (21) represents wind‐caused snow redistribution occurring during snowfall and subsequent snow accu-
mulation. However, parameter hcv and k′drag can be different for different conditions (Ohara, 2014). The
values of these parameters adopted in this study are shown in Table 2.

For wind‐caused snow redistribution during snow transport or a blowing snow event, critical wind speed
should be considered since any particle movement must first overcome the critical shear stress (e.g., He &

Ohara, 2017). However, during snowfall, the thickness of control volume hcv and drag coefficient k′drag must

be larger than the blowing snow case since snow particles must be in the air above the tree tops. These
parameters were estimated from the typical surface layer thickness (bottom 10% of atmospheric boundary
layer, e.g., Stull, 1988) and the upper limit of the drag coefficient estimates (Ohara, 2014).

Equation (21) illustrates that the variance of wind speed is essential for evaluating the snow surface diffusion
coefficient. However, the meteorological data do not include the variance of wind speed. Based on the rela-
tionship between standard deviation and the friction velocity of wind speed in the atmosphere boundary
layer, estimation of the variance of wind speed from the given mean wind speed can be derived as

var u*ð Þ ¼ m· uh i2; (23)

wherem is the coefficient and ⟨u⟩ is the mean wind speed. Details on the derivation of this equation can be
found in the Appendix A.

An eddy covariance sensor can be used to determine the coefficient m in equation (23). In this study, high‐
frequency (10‐Hz) data from an eddy covariance tower in the No‐name watershed (41.3438°N, 106.2124°W,
2,770 m a.s.l.) was used to estimate the coefficientm. The mean and variance of wind speeds were computed
from a 1‐hr moving window. The calculated means and variances from the eddy covariance tower high‐
frequency (10‐Hz) data during the study period are plotted in Figure 2. Figure 2 shows that variances and
means have a good linear relationship after removing outliers. According to the fitting result, m = 0.261.

Equation (20) indicates that the covariance of snow redistribution is proportional to the spatial covariance of
the subgrid surface curvature ∇2h. Therefore, the elevations of snow surface within the area of interest are
required. Here we propose that the curvature of the snow surface can be approximated by the curvature of
ground surface. This assumption may be reasonable especially in mountainous areas where the magnitude
of topography variation is much larger than snow depth. The curvature is calculated using the method

Table 2
The Parameters and Their Values for Snow Redistribution Equations

Notations Physical meaning Values

hcv1 The thickness of control volume during snowfall (m) 4.31
hcv2 The thickness of control volume during blowing snow (m) 0.09
ρbs Density of blowing snow (kg/m3) 1.0

k′drag1
Empirical snow drag coefficient during snowfall (sn > 0) (kg/m2) 3.0

k′drag2
Empirical snow drag coefficient during blowing snow (u* > u*c) (kg/m

2) 0.025

u*c Critical friction wind speed for snow movement (m/s) 0.4
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suggested by Zevenbergen and Thorne (1987). In this study, Lidar‐
observed DEM (digital elevation model) data at 3‐m resolution were used
to calculate curvatures.

To integrate the covariance of curvature, it is necessary to calculate the
spatial autocorrelation function (ACF) of curvature. The sample spatial
autocorrelation function can be calculated by

g kð Þ ¼ ∑n
i¼1 M xð Þ−M̄� 	

M x−kð Þ−M̄� 	ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1 M xð Þ−M̄� 	2∑n
i¼1 M x−kð Þ−M̄� 	2q (24)

where g(k) is the spatial autocorrelation coefficient, M is the variable (in
this case, ∇2h), k is the spatial displacement (lag), and n is the number
of pairs at certain distance lag k. Figure 3 shows the computed sample spa-
tial autocorrelation function of the surface curvatures for the No‐name
watershed.

Figure 3 shows that the spatial correlation of the topographic curvature
has short memory. Because the spatial memory diminishes within
25 m, which is much smaller than the watershed size, the delta corre-

lation approximation may be valid. Accordingly, the covariance of curvature of surface elevation can be
simplified as

Cov ∇2h x; tð Þ;∇2h x−k; tð Þ� 	
≈Cov ∇2z x; tð Þ;∇2z x−k; tð Þ� 	

≈ var ∇2z xð Þ� 	
(25)

where z is the ground surface elevation. The first approximation in this equation is valid when the curvatures
of subgrid snow surface do not differ from the curvatures of subgrid ground surface. The second approxima-
tion in equation (25) is valid when the delta correlation can be reasonably assumed for the spatial correlation
of the subgrid surface curvatures.

The practical assumptions and approximations were introduced for the first term of the diffusion coefficient
in equation (6). Table 3 lists the values for application of the model in the No‐name watershed.
3.3.2. Snowmelt
Spatial variability of snowmelt or surface energy balance is influenced by solar radiation, albedo, topogra-
phy, vegetation, and ground thermal properties. Since it is difficult to measure snowmelt rate distributions
efficiently within the study area, a distributed snow model was used to estimate the spatial‐temporal varia-
bility of snowmelt rate in this study. The covariance of snowmelt rate was calculated and analyzed using the
simulated snowmelt rate.

The distributed snow model (Dsnow; Ohara & Kavvas, 2006) is a distrib-
uted energy balance snowmelt model. The Dsnow input data are DEM
data, aspect, slope, vegetation, and meteorological data (precipitation,
humidity, wind speed, longwave radiation, shortwave radiation, and air
temperature). The input meteorological data were obtained from the
dynamically downscaled NCEP/NCAR Reanalysis Project (NNRP) data
using the Weather Research Forecast model verified by field observations
(Heward, 2015). In this study, the spatial resolution of the Dsnow model
was 30 m and the time step was 1 hr. Detailed documentation on the con-
figuration of the Dsnow model and validation of the results are recorded
in Heward (2015). The ACF for snowmelt rate is calculated by equa-
tion (24) using the simulated snowmelt rate. Figure 4 shows the computed
hourly sample spatial autocorrelation coefficients of snowmelt rate at
different times and dates over the No‐name watershed. In Figure 4, the
left panel shows the spatial autocorrelation coefficients of snowmelt rate
at different hours on 17 March, and the right panel displays those on 17

Figure 2. Scatter diagram of means and variances of the high‐frequency
data from eddy covariance tower in the No‐name watershed.

Figure 3. The autocorrelation coefficients of curvatures of No‐name
watershed. The curvatures are calculated from a 3‐m DEM.
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June. Different lines represent different local times during the day. When
the snow had melted at only a small number of grids, the autocorrelation
function could not be reasonably computed. This figure clearly shows that
the snowmelt happened only partially on 17 March, while on 17 June
substantial snowmelt had occurred. The graphs indicated that the spatial
ACFs of snowmelt rate have long correlation length or long memory. The
strong spatial autocorrelation of the snowmelt rate in the study area
makes the calculation of covariance of snowmelt difficult.

Because apparent longmemory properties are often due to trend or cluster
structure in the data, removal of the local mean values from the original

data is necessary. Moreover, recalling the FPE (equation (6)), the effect of mean snowmelt rate has already
been accounted for in the advection term and does not contribute to the diffusion term. Thus, it is appropri-
ate to remove the local mean of snowmelt rate before evaluation of the diffusion coefficient. Figure 5 shows
the spatial correlation coefficients of snowmelt rates during the two selected days after subtraction of moving
window average (window size = 300 m). Although subtraction of the moving average effectively reduces the
large‐scale correlation (or longmemory structure) from the original ACFs (Figure 4), a long tail (~150m) still
remains in the ACFs in Figure 5 compared to the window size (300 m). Hence, the delta correlation assump-
tion may be inappropriate. However, the spatial ACFs of snowmelt rate converge to a single line even at dif-
ferent times of day and on different days of the year. This means that we can separate the time‐dependent
variance component from the stationary ACF as

Cov Mr xt; tð Þ;Mr xt−s; tð Þð Þ ¼ Var Mr x;tð Þð Þg kð Þ (26)

where g(k) is the spatial ACF that was estimated from the sample by equation (24). Then, the ACF of
snowmelt rate can be approximated by an exponential function,

ĝ kð Þ ¼ exp −k=Að Þ (27)

where A is the fitted correlation length, ĝ kð Þ is the fitted spatial ACF. The fitted lines are shown in Figure 5.
To evaluate the diffusion coefficient in the FPE, equation (27) is substituted into equation (26) and then inte-
grated over a certain range. The range of the integration is typically three times the correlation length, A
(Western et al., 1998). Therefore, we have

∫
3A

0 Cov Mr x; tð Þ;Mr x−k; tð Þð Þdk≈Var Mr x;tð Þð Þ∫3A0 ĝ kð Þdk ¼ Var Mr x;tð Þð Þ0:95A (28)

This equation indicates that the covariance term can be evaluated from the known variance of snowmelt.
The sample variance and mean of snowmelt rate were calculated, as shown in Figure 6.

It was found in Figure 6 that (1) the variance of snowmelt peaked around 14:00 every day when mean
snowmelt rate typically was maximum; (2) the variance of snowmelt rate is zero as mean snowmelt rate is

Table 3
The Parameters and Their Values for Calculating the Covariance of
Snow Redistribution

Notations Physical meaning Values

ρms Density of mobile snow (kg/m3) 80
ρcv Snow density within the control volume (kg/m3) 80
m Proportionality coefficient of mean and variance

of wind speed
0.261

var(∇2z) Variance of topography spatial curvature (m−2) 2.33E−3

Figure 4. Hourly spatial autocorrelation coefficients of snowmelt rate at different dates and times (different lines represent different times, which are given in the
legend). The left one for 17 March 2014 and the right one for 1 June 2014 (Mountain Time).
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zero; and (3) both variance and mean of snowmelt have diurnal cycles. Accordingly, it may be feasible to
estimate the variance of snowmelt rate from the mean values. Figure 7 shows the scatter diagram of the
Dsnow‐simulated mean and standard deviation of snowmelt rate over the No‐name watershed from
March to June 2014. Although further research is required for transferability, a correlation between the

mean snowmelt rate ⟨Mr⟩ and the standard deviation of snowmelt rate Std(Mr) is evidentin this watershed.

This relationship can be fitted by an exponential function as Figure 7 is on log‐log plane. That is

log Std Mrð Þð Þ ¼ bþ a log Mrih Þ;ð (29)

where a and b are the slope and intercept in log‐log plane. The fitting parameters were found to be a = 0.53
and b = −9.35 with R2 = 0.85 for the No‐name watershed from the distributed snow model outputs. For the

Figure 5. Hourly spatial autocorrelation coefficients of snowmelt rate at different dates and times after subtracting the moving averages. The fitted exponential
models for the ACFs are superimposed as well. The left one for 17 March 2014 and the right one for 17 June 2014.

Figure 6. Variance and mean of hourly snowmelt changes with time (year 2014). The two subfigures at the bottom are zoomed‐in on the periods with dashed
rectangles.
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simulation, the variance of snowmelt was evaluated from standard devia-
tion that obtained using this relationship. However, applicability of this
empirical relationship for other areas needs to be further researched.

In summary, the diffusion coefficient of the FPE, equation (16), was eval-
uated by

Diff tð Þ¼ ρw
ρs

� �2

m
ρcvk

2
*

ρmshcv

� �2

var ∇2z xð Þ� 	
uh i2 þ snh i2βþ 0:95A·eb Mrh ia

" #

(30)

where β is the empirical coefficient in the forest canopy parameterization
(β = ∫ Cov(B|x; B|x − k)dk). The diffusion coefficient in this model
(equation (30)) was mainly influenced by three variables: wind speed,
vegetation distribution, and snowmelt rate. All model parameters except
β were determined through the above described process‐based methodol-
ogy. However, the parameter β was determined to be 1,500 by a trial‐and‐

error calibration procedure for the snow depth time series and for the instantaneous probability density
function of snow depth. All unknown effects on snow distribution (cf. uneven sublimation) must be
absorbed by this second term in equation (30). This residual effect, which was called vegetation effect in this
article, will be discussed in section 3.4. The parameters and their values for calculating the covariance of
snowmelt are given in Table 4.

3.4. Results

The time series of the simulated snow depth and the observed snow depth are compared in Figure 8. The 95%
confidence interval (CI) of the simulated snow depth is denoted by the shaded area. With the FPE approach,
the standard deviation of snow depth can be easily computed from the simulated PDF. This CI is an impor-
tant output of the FPE model since it is generally difficult to estimate variance using deterministic models.
The CI shows that the spatial variability of snow depth increases as time increases. The observed snow depth
data at the Repeater Tower are shown in blue colored dots in Figure 8. The observed snow depths, which
likely represent the mean values in the watershed, are fairly close to the mean snow depths within the CI,
although there are some discrepancies. Figure 8 also shows vertical lines indicating snow depth survey dates
using GPR and airborne Lidar over the study area on 11 April 2015 and 16 April 2016.

The simulated PDFs of snow depth at different times are presented in Figure 9 illustrating the evolution of
spatial snow distribution in the watershed. The PDF of snow depth moves to the left with snowmelt and to
the right with new snowfall. Also, the PDF diffuses with time due to snow redistribution and uneven snow-
melt effects. Moreover, some of these evolving PDFs cannot be well fitted by any common distributions, such
as uniform, normal, lognormal, or Gamma distributions. This suggests that it is inappropriate to use one spe-
cific PDF for an entire snow season.

The spatial distributions of snow depth in the No‐name watershed were measured using the GPR on 11
April 2015 and the airborne Lidar on 16 April 2016, as shown in Figure 10. The filtered PDFs, histograms,
and PDFs of the simulated snow depths are shown in Figure 10. The filtered PDF was derived from the
measurements to visualize the true PDF of a random variable (Heinz, 2011). If the sample size is large

enough, the filtered PDF can be treated as the true PDF. This figure
demonstrates that the distributions of the simulated and measured snow
depth are comparable. However, there are some differences between the
PDF measured by GPR and the simulated PDF of snow depth because the
GPR trails only cover a valley part of the study area as shown in Figure 1.
Therefore, the observed PDF measured by GPR is biased. For the Lidar
data that were collected on 16 April 2016, the resolution is 0.5 m and
there are enough data (>108 samples) that cover the entire study area
to calculate the filtered PDF. Therefore, the PDF estimated by the Lidar
data is more representative. There is only a 3‐cm difference in the

Figure 7. Relationship between the mean value and standard deviation of
snowmelt. The Dsnow‐ modeled hourly snowmelt rate for the year 2014
from March to June are used.

Table 4
The Parameters and Their Values for Calculating the Covariance
of Snowmelt

Notations Physical meaning Values

A Fitted correlation length (m) 50
a Empirical fitting coefficient 0.53
b Empirical fitting coefficient −9.35
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watershed average snow depth between the modeled and the Lidar‐observed values. The spatial
distribution of snow depth was represented reasonably well even with several approximations and
simplifications. The statistical requirements (law of large numbers and ergodicity) for the theory were
met even for this small watershed (0.52 km2) as the ensemble average equation could generally describe

Figure 8. Comparison of simulated and observed snow depth. Points represent the observed snow depth from Repeater
Tower. Solid line represents the simulated mean snow depth, gray shade is the simulated 95% confidence interval of
the FPE snow model, and the vertical line is the date of spatial snow depth survey.

Figure 9. Evolution of PDF with time. The top panel is for snow season 2014–2015, while the bottom one is for snow sea-
son 2015–2016. Different lines represent different times.
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the real snow depth PDF and one‐time series realization. Consequently, the carefully configured FPE
model was able to reproduce the snow distribution in a finite area.

The diffusion coefficient in the FPEmodel has three components: wind‐caused redistribution, uneven snow-
melt, and from other redistributions (e.g., vegetation effects). These three components of the diffusion coef-
ficient are shown in Figure 11. From these results, it was found that the dominant component of diffusion

Figure 10. The simulated and observed spatial variability of snow depth. The dashed line is the simulated PDF, and the
solid line is the filtered PDF from measurement data.

Figure 11. Computed components of diffusion coefficient during the simulated period.
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coefficient is snow redistribution, which is caused by vegetation and wind in this study area. The effects of
snowmelt on the spatial variability were more continuous, but much smaller by 2 orders of magnitude than
the redistribution effects.

The total seasonal contributions of wind, vegetation, and snowmelt components to the spatial variability
of snow depth were 65.5%, 34.5%, and 0.0%, respectively, in the 2014–2015 season and 62.9%, 37.1%, and
0.0%, respectively, in the 2015–2016 season. This suggests that more than 60% of snow redistribution in
the forested study area was caused by wind. These findings are consistent with other studies showing
that redistribution factors were more important than the snowmelt factors in determining the spatial
variability of snow depth (Anderton et al., 2004; Dunn & Colohan, 1999; Hartman et al., 1999; Luce
et al., 1998).

4. Discussion

Factors contributing to the snow depth variability may depend on the landscape and the size of the
study area. For example, snow redistribution in an open area requires additional parametrization for
the downwind snowdrift effect and the snow particle dispersion because the snow distribution down-
wind of an object is typically influenced by snow drift and eddy effects (e.g., Ohara, 2017). Mixed forest
may result in larger snow diffusion than seen in this small No‐name watershed covered by relatively uni-
form forest (e.g., He et al., 2019). If the diffusion coefficient in the FPE can be reasonably estimated,
complicated snowdrift process modeling may be avoided. For a large area, the orographic effect of snow
precipitation must be considered because uniform precipitation cannot be assumed. For example, if this
FPE model is coupled with a regional‐ or global‐scale model, the effect of the orographic precipitation
within a model cell can be significant. At the same time, it is important to keep in mind that the size
of the study area must be large enough to ensure meeting theoretical conditions such as the law of large
numbers and ergodicity.

The snowmelt effect on the snow depth variability in the No‐name watershed was small probably due to
the study area uniformity. Because the Lidar data were collected during the peak snow season (He et al.,
2019), before the start of the snowmelt season, verification of the snowmelt effect was inconclusive in
terms of the PDF. It is possible that the distributed snow model (Dsnow), which was used to determine
the snowmelt variance, may overestimate the energy flux suppression by the forest canopy.
Quantification of spatial variety in energy balance is challenging in a forested area. For open terrain,
the snowmelt effect may be more pronounced than in the No‐name watershed study area. Thus, the pro-
posed FPE model still requires careful consideration in model parameterizations and parameter estima-
tions for other applications.

This study resolved the issue of numerical instability for the FPE in the use of this model. This new algorithm
with single‐variated FPE described snow development and disappearance periods when the land surface was
partially covered by snow. These periods are particularly difficult as the PDF near the lower boundary (i.e.,
D= 0) often becomes very steep or approaches discontinuity. The numerical scheme presented in section 2.2
was robust enough to manage the mathematical instability. In representing subgrid variability of snow over
a certain domain, the number of required parameters for the FPE model is fewer than for the distributed
snow model, although several of the stochastic parameterizations are not available. Also, the FPE model
has the potential to save computational resources because the spatial interpolation of the model parameters
and atmospheric forcing is less intensive.

More data collection of snow distribution at fine spatial and temporal resolutions is desirable for further
model development and validation. Obviously, there is room for improvement in model validation; exist-
ing observation data does not allow partitioning the effects acting on snow distribution. As such, it is rea-
sonable to limit the number of state variables to one and the number of stochasticity sources to two, in
order to focus on snow mass exchange. It is likely acceptable to assume that snowmelt and snow distribu-
tion are independent of each other and are very different processes: energy balance versus snow dynamics.
The snowmelt process is typically controlled by surface energy balance, while the snow redistribution pro-
cess is mainly induced by the surface wind field. We introduced an additional term, vegetation‐related
redistribution, which acts as a closure term in the current version. It is possible that this version misses
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one or more important effects, such as the downwind snowdrift effect. However, this modeling effort
points to the direction in which snow modeling can progress and what data types are needed for upscaled
snow modeling.

5. Conclusions

The concept of a FPE model representing the subgrid variability of snow depth was tested using observed
spatial distribution and time series snow depth data. Although FPE model development was initiated by
Ohara (2003) and Ohara et al. (2008), they struggled to manage bivariate FPE (two stochastic state variables)
for long‐term simulations (cf. more than 3 days). In this study, the FPE was simplified further by reducing it
to one stochastic state variable, while significant additional model components for the source heterogene-
ities were introduced. The results showed that this newmodel successfully simulated the evolution of spatial
distribution of snow depth. This upscaled snow model can be coupled with a regional‐ or global‐scale land
surface model (e.g., a few to several kilometers spatial resolution) because the FPE describes the PDF evolu-
tion of snow depth in a finite area. This new snow model may be the first season‐long continuous model
based on the FPE approach, which can explicitly represent the subgrid variability and possibly uncertainty
of snow depth.

Two sources of stochasticity, snow redistribution and uneven snowmelt, were incorporated in the FPE
model. The FPE was solved using a second‐order numerical scheme, MUSCL, and it was applied to a small
watershed (0.52 km2) in southeast Wyoming. Two realistic approximations were proposed to evaluate the
covariance terms of the FPE based on the statistical relationships using the topography data and the distrib-
uted fine‐scale energy balance snowmodel (Dsnowmodel). The covariance of wind‐caused snow redistribu-
tion was theoretically derived in terms of the variance of wind speed and land surface curvatures.
Conversely, the covariance of snowmelt was evaluated using a correlation function between spatial mean
and variance of snowmelt rate, obtained by analyzing the results of a distributed fine‐scale snow model.
Snow redistribution caused by vegetation and other factors was also considered in this method, but no phy-
sically based equation was established due to limited knowledge of these processes. A simple linear formula
was introduced to express the residual effects caused by vegetation and other factors on the spatial variability
of snow depth. From various model validations, the FPE model concept was considered adequate because
this additional parameterization absorbed all residuals of the model simulation. More research on snow dis-
tributions using field and remote sensing observations are essential for tuning and improving of the
FPE model.

In this paper, some assumptions and simplifications were introduced and implemented to evaluate the
covariance terms for snow redistribution and uneven snowmelt rate. Nevertheless, the solutions of the
FPE were able to reproduce the spatial variability of snow depth. The FPE approach was proven to be a
promising methodology for large‐scale snow process modeling when appropriate treatments of the model
parameters, the atmospheric forcing, and numerical methods were selected. This modeling work, following
Ohara et al. (2008), demonstrates a capability to contribute to larger‐scale Earth surface modeling and to
analyze coarse‐resolution data gathered from remote sensing.

Before coupling this model with other land surface and hydrological models, additional model validation is
desirable for transferability and scale dependency of the approximations (such as, the delta correlation
approximation in the snow redistribution and the finite correlation in the snowmelt) using multiple spatial
snow depth data under various climates to improve this subgrid variability snow model.

Appendix A

Derivation of equation (23).

This section provides a brief derivation of equation (23). The proportionality between friction velocity and
the longitudinal variance of the wind speed in the surface layer is commonly used (Larsen & Hansen,
2014; Stull, 1988; Türk & Emeis, 2010) as

σ ¼ α·u* (A1)
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where σ is standard deviation of wind speed, u* is mean of friction velocity, α is empirical coefficient,
which is generally between 2.4 and 2.5. Using log wind profile law, the variance of friction velocity can be
calculated as

var u*ð Þ ¼ var
uκ

ln z=z0ð Þ
� �

¼ κ
ln z=z0ð Þ

� �2

var uð Þ (A2)

where var(·) denotes a variance operator, κ is the von Karman constant (≈ 0.4), z is the measuring height, z0
is the roughnessz length, u is mean wind speed. From equation (A1), we obtain

var uð Þ ¼ σ2 ¼ α2u2* ¼ α2
uκ

ln z=z0ð Þ
� �2

¼ α2
κ

ln z=z0ð Þ
� �2

u2 (A3)

Substituting equation (A3) into (A2), we have

var u*ð Þ ¼ α2
κ

ln z=z0ð Þ
� �4

u2 (A4)

This equation means that the variance of wind speed can be estimated from the mean wind speed during the
time increment. Letting

m ¼ α2
κ

ln z=z0ð Þ
� �4

(A5)

then, we have

var u*ð Þ ¼ m·u2 (A6)

Coefficient m depends on land cover and time resolution of mean wind speed u and can be estimated from
the observed high‐frequency wind speed data.
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